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to detect and identify targets in cluttered scenes is a critical skill for
survival and interactions. To solve this challenge the brain has
optimized mechanisms for capitalizing on frequently occurring regu-
larities in the environment. Although evolution and development have
been suggested to shape the brain’s architecture in a manner that
resembles these natural statistics, we provide novel evidence that
short-term experience in adulthood may modify the brain’s functional
organization to support integration of signals atypical of shape con-
tours in natural scenes. Although collinearity is a prevalent principle
for perceptual integration in natural scenes, we show that observers
learn to exploit other image regularities (i.e., orthogonal alignments of
segments at an angle to the contour path) that typically signify
discontinuities. Combining behavioral and functional MRI measure-
ments, we demonstrate that this flexible learning is mediated by
changes in the neural representations of behaviorally relevant image
regularities primarily in dorsal visual areas. These changes in neural
sensitivity are in line with changes in perceptual sensitivity for the
detection of orthogonal contours and are evident only in observers that
show significant performance improvement. In contrast, changes in
the activation extent in frontoparietal regions are evident independent
of performance changes, may support the detection of salient regions,
and modulate perceptual integration in occipitotemporal areas in a
top-down manner. Thus experience at shorter timescales in adulthood
supports the adaptive functional optimization of visual circuits for
flexible interpretation of natural scenes.

I N T R O D U C T I O N

The ability to detect and identify targets in cluttered scenes
is a skill critical for many of our interactions in the complex
environments we inhabit: identifying predators and prey in
natural scenes, recognizing friends in the crowd, detecting
objects in medical or security images. It is therefore conceiv-
able that the visual system has evolved to capitalize on statis-
tical regularities in the environment for extracting shape infor-
mation from the noisy sensory input. Supporting evidence
comes from behavioral and computational work showing that
observers are better at detecting collinear edges (i.e., edges
aligned along a path) (Dakin and Hess 1997; Field et al. 1993;
Hess and Field 1999) that co-occur frequently and form con-
tours in natural images (Geisler 2008; Geisler et al. 2001;
Sigman et al. 2001). In contrast, edges oriented at an angle with
respect to a path (e.g., orthogonal or acute alignments) co-
occur less frequently in natural scene contours and have been
reported to be more difficult to detect (Bex et al. 2001; Field et
al. 1993; Ledgeway et al. 2005).

These findings suggest an instructive role of experience in
the encoding of statistical regularities by the visual system.
Although evolutionary and developmental influences have
been hypothesized to contribute to the long-term optimization
of the visual system for typical natural contour statistics (e.g.,
collinearity; Gilbert et al. 2001; Simoncelli and Olshausen
2001), our recent behavioral studies show that short-term
experience in adulthood may modify the behavioral relevance
(i.e., utility) of atypical contour statistics for the interpretation
of natural scenes (Schwarzkopf and Kourtzi 2008). In partic-
ular, observers learn to use discontinuities typically associated
with surface boundaries (orthogonal alignments) for contour
linking and detection. However, the experience-dependent
plasticity mechanisms in the human brain that mediate this
flexible exploitation of natural statistics remain largely un-
known.

Here we combine psychophysical and functional magnetic
resonance imaging (fMRI) measurements to investigate the
neural basis of learning image regularities. We chose stimuli
that violate the grouping principle of collinearity. That is, we
investigated learning of orthogonal alignments that are more
likely to indicate discontinuities (i.e., texture boundaries) and
serve as a cue for surface segmentation rather than contour
integration (Elder and Goldberg 2002; Geisler 2008; Geisler et
al. 2001; Kruger and Worgotter 2002; Sigman et al. 2001). We
tested the ability of observers to detect contours (Fig. 1A)
embedded in noise (i.e., background of randomly oriented
Gabor elements) when the Gabor elements defining the con-
tours were 1) aligned along the contour path (collinear con-
tours), 2) oriented orthogonally to the contour path (orthogonal
contours), or 3) at an angle of 30° to the path (acute contours).
We compared detection performance and fMRI activations for
these contour types before and after training on orthogonal
contours (2,400–3,600 trials, over four to six daily sessions).

Consistent with long-term optimization for typical scene
statistics, observers were better at detecting collinear than
orthogonal or acute contours. However, training to detect
orthogonal contours resulted in improved detection perfor-
mance similar to that for the detection of collinear contours that
did not transfer to acute contours. These findings replicated our
previous behavioral results (Schwarzkopf and Kourtzi 2008),
providing evidence that short-term experience enhances the
observers’ sensitivity to camouflaged targets by assigning new
utility to image regularities. Importantly, our fMRI results
provide evidence for a strong link between learning of image
regularities and changes in neural representations primarily in
dorsal visual areas. In particular, training changed the infor-
mation content and distribution of the responsive voxels in
these areas, suggesting changes in neural sensitivity for fea-
tures that are relevant for the detection of orthogonal contours.
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In contrast, gain modulation of cortical activity that may relate
to behavioral salience and stimulus familiarity was observed in
an extensive occipitotemporal and frontoparietal network. In-
terestingly, changes in the neural representation of orthogonal
contours were observed for learners rather than “weak” learn-
ers who did not improve significantly with training and showed
gain modulation of activations in occipitotemporal and fronto-
parietal areas. Our findings provide novel evidence that the
changes in neural sensitivity primarily in dorsal visual areas
relate to enhanced behavioral sensitivity after training and may
support flexible learning of image regularities for the detection
of camouflaged targets.

M E T H O D S

Participants

Eleven observers from the University of Birmingham participated
in the first experiment (mean age: 24 yr, range: 20–34) and five
observers participated in the second experiment (mean age: 26 yr,
range: 23–32). All observers had normal or corrected-to-normal vi-
sion; gave written consent; were naı̈ve to the hypotheses, stimuli, and

experimental procedure; and were paid for their participation. The
study was approved by the local ethics committee.

Stimuli

Detailed information on stimulus generation was described in a
previous study using the same stimuli (Schwarzkopf and Kourtzi
2008). Here, we describe in brief the relevant stimulus parameters.
Stimuli were Gabor fields (8° of visual angle in diameter) that
consisted of 200 elements (wavelength: 0.2°; SD: 0.3°) presented
within a circular aperture. Each stimulus comprised five parallel
contour paths, embedded within a background of randomly oriented
distractors placed on a jittered 16 � 16 grid (cell size � 0.5°). Gabor
elements comprising the target contours fell on straight, invisible
backbone paths subtending �5.9° of visual angle (nine Gabor ele-
ments). The global orientation of the contours varied between 15° and
165° (in increments of 30°). The distance between contours was
randomized within a range of 1.6°–1.9° and the position of the
contours was jittered along the global orientation axis across trials.
This ensured that all five contours were embedded within the field of
random background elements and learning of local configurations
between target and background elements was not likely across trials.
This stimulus design together with the brief stimulus presentation and
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FIG. 1. Stimuli and behavioral data. A: examples of stimulus conditions: collinear contours in which elements are aligned along the contour path, orthogonal
contours in which elements are oriented at 90° to the path, and acute contours in which elements are oriented at 30° to the path. Contours at different global
orientations are shown for each condition. B: psychometric curves (average across observers, n � 8) for contour detection performance (percentage correct)
plotted as a function of local orientation jitter before training (pretest) and after training (posttest). Circles: collinear contours; squares: orthogonal contours;
triangles: acute contours. Error bars denote �SE across observers. Psychometric curves for individual participants are shown in Supplemental Fig. S9.
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central fixation instructions to the observers ensured that detection
performance could not be attributed simply to the detection of con-
tours near the edge of the stimulus aperture. The interelement spacing
was randomly jittered (mean spacing � 0.7°) to prevent density cues,
but elements were kept at a minimum spacing of 0.4°. Three stimulus
conditions (see Fig. 1A for example stimuli) were defined by the local
orientation alignment with respect to the global orientation axis of the
contour. That is, individual elements could either be aligned along the
path (collinear contours), perpendicular (orthogonal contours), or at
an angle of 30° (acute contours) to the contour path.

For the psychophysics training and test sessions, we parametrically
varied the strength of the contour by adding a local orientation jitter
(�0°, �10°, �20°, �30°, or �45°) to each element that misaligned
it from the mean orientation. Each stimulus configuration (contour and
background) was presented only once across trials to avoid learning of
local relations between contour and background elements. In addition,
we generated random stimuli that were created by shuffling the local
orientations of all the elements in the field. Thus for every stimulus in
each condition (collinear, orthogonal, acute) we generated a random
stimulus. As a result all contour types and random stimuli were
matched for the local position and the orientation distributions of the
Gabor elements. This manipulation makes it unlikely that the observ-
ers’ detection performance could be driven by computing the domi-
nant stimulus orientation in the stimulus in that this would result in
similar performance for all contour types before and after training.

The same stimuli were used for the fMRI experiments. In the first
fMRI experiment, we tested collinear (0° jitter), collinear-jittered
(�45° jitter), orthogonal (0° jitter), orthogonal-jittered (�45° jitter),
acute (0° jitter), and acute-jittered (�45° jitter). In the second fMRI
experiment, we tested stimuli containing collinear and orthogonal
contours presented at two orientations: global contour orientations
near the left (135 � 5°) or the right diagonal (45 � 5°). That is, we
tested four contour conditions: collinear near 45°, collinear near 135°,
orthogonal near 45°, orthogonal near 135°. In addition we included
two random contour conditions. The second random condition was
generated by rotating 40 elements (the average number of elements
that would appear in the target contours) in the first random condition
by 90°. This ensured that the two random conditions contained on
average the same orientation difference as the orientation difference
between collinear and orthogonal contours.

Design and procedure

All observers participated in six psychophysics sessions (minimum)
and two fMRI sessions that were conducted on different days. On the
first day observers participated in a psychophysical test (pretest) to
evaluate their ability to detect collinear, orthogonal, and acute con-
tours in noise. In the following session, observers were scanned to
measure fMRI responses to the three contour conditions before
training (prescan). On subsequent days observers were trained with
feedback on orthogonal contours in the psychophysics lab. Training
lasted for at least four sessions. Five observers who had not achieved
80% correct detection performance for stimuli with 0° local orienta-
tion jitter on the fourth sessions were trained further, but never longer
than six sessions (three observers were trained for five sessions, two
observers were trained for six sessions). In the final psychophysics
session observers were tested after training on the three contour
conditions without feedback (posttest). The second scanning session
measured the observers’ fMRI responses to the stimuli after training
(postscan).

PSYCHOPHYSICAL TEST SESSIONS. All observers completed two
psychophysical test sessions: one prior to training (pretest) and one
after training (posttest). Before the first test session, observers com-
pleted a brief familiarization phase (72–144 trials) during which they
were presented with stimuli from all conditions for a longer duration
and they received auditory feedback on incorrect responses. The

posttest session was always conducted on the day following the final
training session. In all sessions, observers viewed the stimuli on a
computer screen (resolution 1,280 � 1,024) at a distance of 65 cm in
a darkened room. The task was a two-interval forced-choice (2IFC)
detection task. On each trial observers were asked to fixate a small
black cross (0.18°) in the center of a screen on a uniform gray blank
screen. After 400 ms, two Gabor field stimuli were presented in
intervals of 300 ms, separated by a 1,000-ms interstimulus interval
during which only the fixation cross was presented. Subsequently, the
fixation cross disappeared and observers were asked to make a
behavioral response indicating which of the two intervals contained
the contours by clicking a mouse button. The intertrial interval was
500 ms. Observers were instructed to respond as accurately and
quickly as possible and did not receive feedback on their judgments.
Observers completed 540 trials per session (i.e., 36 trials per level of
orientation jitter per stimulus condition). In the first experiment, the
three stimulus conditions (collinear, orthogonal, and acute) were
blocked to prevent differences in criterion that could confound the
results. In the second experiment, stimulus conditions were randomly
interleaved to test for learning effects when the stimulus condition
was unpredictable (Kuai et al. 2005).

PSYCHOPHYSICAL TRAINING SESSIONS. The task and procedure dur-
ing the training sessions were the same as those during the pretest and
posttest sessions. However, during training observers were presented
with orthogonal contours only and received auditory feedback (a short
beep of 600 Hz and 150-ms duration) on incorrect responses. Training
on the 2IFC detection task was carried out for four to six sessions (600
trials per session), usually on consecutive days.

FMRI SESSIONS. Observers were scanned twice: once before training
(after the pretest psychophysical session) and once after training (after
the posttest psychophysical session). Each scanning session com-
prised nine runs, each of which lasted 5 min 20 s. A run comprised
twenty 16-s-long blocks: 18 stimulus blocks and 2 fixation blocks in
the beginning and the end of the run during which only the fixation
cross was presented. Each of the six stimulus conditions was pre-
sented three times in a counterbalanced order across runs. Twenty
stimuli were presented per block. Each stimulus was presented for 250
ms each followed by 550 ms blank. Observers performed a target-
detection task that required them to attend to the stimuli similarly
across all conditions. That is, observers were instructed to detect
collinear stimuli at cardinal orientations (0° and 90°) with reduced
interelement spacing (0.33°) that enhanced the visibility of these
target contours. Two target stimuli were randomly interspersed within
each block, with the constraint that two targets could never appear in
consecutive trials.

Imaging: data acquisition

The experiments were conducted at the Birmingham University
Imaging Centre using a 3-Tesla Philips Achieva MRI scanner. T2*-
weighted functional and T1-weighted anatomical (1-mm isotropic
resolution) data were collected with an eight-channel SENSE head
coil. EPI data (gradient echo-pulse sequences) were acquired from 32
slices (whole brain coverage: repetition time, 2,000 ms; time to echo,
35 ms; 2.5 � 2.5 � 3-mm resolution).

fMRI data analysis

DATA PREPROCESSING. Neuroimaging data were processed using
Brain Voyager QX (Brain Innovation, Maastricht, The Netherlands).
Anatomical data were used for three-dimensional (3D) cortex recon-
struction, inflation, and flattening. Preprocessing of the functional data
involved slice-scan time correction, 3D head movement correction,
temporal high-pass filtering (three cycles), and removal of linear
trends. No spatial smoothing was performed on the functional data
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used for the multivariate analysis. The functional images were aligned
to anatomical data and the complete data transformed into Talairach
space. For each participant, the functional imaging data between the
two sessions (before and after training) were coaligned, registering all
volumes of each subject to the first functional volume. This procedure
ensured a cautious registration across sessions. To avoid confounds
from any remaining registration errors we compared fMRI signals
between stimulus conditions (contour types) within each session
rather than across sessions.

UNIVARIATE FMRI ANALYSIS. We used a general linear model
(GLM), with predictors for each of the stimulus conditions and each
of the six degrees of freedom of the 3D motion correction. For each
session (before and after training) we computed contrasts for all the
possible combinations of stimulus conditions. That is, we contrasted
each contour type condition against the corresponding jittered condi-
tion and the other contour conditions. Comparison of these contrasts
across sessions (i.e., before and after training) allowed us to identify
cortical regions that showed an interaction between stimulus condition
and session, suggesting that differential fMRI responses across stim-
ulus conditions were modulated by learning.

Further, we identified cortical areas that showed significantly higher
responses for the collinear than for the collinear-jittered stimuli
(Talairach coordinates; Supplemental Table S1)1 using random-ef-
fects (RFX) GLM across all observers (P � 0.05, cluster-size thresh-
old corrected, 80 mm2). We then localized these collinear-responsive
regions for each individual observer using data from the first scanning
session (P � 0.05, cluster-size threshold correction). In addition, for
each observer we identified retinotopic visual areas using standard
retinotopic mapping procedures (DeYoe et al. 1996; Engel et al. 1994;
Sereno et al. 1995) (see Supplemental material).

MULTIVOXEL PATTERN ANALYSIS. For each region of interest (ROI;
collinear-responsive regions, retinotopic areas), we sorted the voxels
according to their response (t-statistic) to all stimulus conditions
compared with fixation baseline across all experimental runs. We
selected the same number of voxels across ROIs and observers by
restricting the pattern size to the minimum number of voxels across all
ROIs and subjects with a P value �0.05 for the “all conditions versus
fixation” contrast. This procedure resulted in the selection of 152
voxels per ROI in the first fMRI experiment (with the exception of
�50 voxels in temporal and frontoparietal regions for one participant
that were not included in further analyses) and 120 voxels in the
second experiment, comparable to the dimensionality used in previous
studies (Haynes and Rees 2005; Kamitani and Tong 2005). We
normalized (z-score) each voxel time course separately for each
experimental run to minimize baseline differences across runs. The
data vectors for the multivariate analysis were generated by shifting
the fMRI time series by 4 s to account for the delay of the hemody-
namic response and then averaging all time series data points of one
experimental block. We used a Support Vector Machine (SVMlight

toolbox; Supplemental material) for pairwise classification of contour
conditions: collinear versus orthogonal, orthogonal versus acute, col-
linear versus acute. We performed an eightfold cross-validation,
leaving one run out (test sample); that is, we used data from eight runs
as training patterns (48 patterns: 6 patterns per run, 3 per contour type)
and data from the remaining run as test patterns (6 patterns). For each
subject we averaged the accuracy (number of correctly assigned test
patterns/total number of assignments) across cross-validations. Statis-
tical significance across subjects was evaluated using repeated-mea-
sures ANOVA.

R E S U L T S

Psychophysical results

We tested the ability of observers (n � 8) to detect collinear,
orthogonal, and acute contours in a two-interval forced-choice
task (i.e., observers judged which of two sequentially presented
stimuli contained a global contour) before (pretest session) and
after (posttest session) training on orthogonal contours (2,400–
3,600 trials, over four to six daily sessions). Before training
observers were more sensitive to collinear than orthogonal or
acute alignments, consistent with previous studies (Bex et al.
2001; Field et al. 1993; Hess and Field 1999; Hess et al. 2000;
Ledgeway et al. 2005), providing evidence for the strength of
collinearity as a cue for contour integration in natural scenes.
However, training enhanced the ability of observers to detect
orthogonal contours (Fig. 1B), consistent with our previous
findings (Schwarzkopf and Kourtzi 2008). We quantified im-
provement in the contour-detection task during training by
calculating the accuracy (percentage correct) at zero local
orientation jitter before and after training. Accuracy for orthog-
onal contour detection increased across training sessions (Sup-
plemental Fig. S1) and was significantly higher after than that
before training. In particular, a repeated-measures ANOVA
showed a significant [F(2,14) � 34.5, P � 0.001] interaction
between stimulus (collinear, orthogonal, acute) and session
(pretest, posttest) and significant (contrast analysis) perfor-
mance improvement for orthogonal contours after training
[F(1,7) � 46.4, P � 0.001]. Further, a small but significant
advantage in performance for collinear over orthogonal con-
tours was observed after training [t(7) � 3.8, P � 0.01].
However, no significant differences were observed in detection
performance for acute contours before and after training
[F(1,7) � 1, P � 0.73], suggesting that training resulted in
learning specific to the trained contour alignment (orthogonal
contours) rather than general task improvement.

fMRI results

To investigate experience-dependent brain changes related
to contour detection, we measured fMRI activations to col-
linear, orthogonal, and acute contours in two fMRI sessions,
one before and one after the observers were trained on the
orthogonal contour detection. Observers were presented with
the three contour types (intact stimuli) and their jittered ver-
sions and performed a target-detection task (i.e., the target
stimulus was a collinear contour at cardinal orientations).
Similar performance across conditions in this task indicated
that observers maintained attention similarly across conditions
and sessions (see Supplemental data).

Training-dependent changes in activation magnitude:
intact versus jittered contours

Consistent with behavioral improvement in the detection of
orthogonal contours, we observed increased fMRI activations
for orthogonal contours after than before training (Fig. 2A). In
particular, after training we observed significantly higher acti-
vations (P � 0.05, Bonferroni corrected) for intact than for
jittered orthogonal contour stimuli in dorsal (intermediate dor-
sal regions V3A and V3B/kinetic occipital [KO]) extrastriate
areas, temporal (lateral occipital sulcus [LO]), intraparietal1 The online version of this article contains supplemental data.
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(ventral, parietooccipital, and dorsal intraparietal sulci [VIPS,
POIPS, and DIPS]) cortex, and premotor areas (ventral portion
[PMv]). Interestingly, the activation patterns observed for or-
thogonal contours after training were similar to those observed
for collinear intact compared with jittered contours (Supple-
mental Fig. S2). Consistent with the behavioral results showing
lack of learning transfer for acute contours, only weak differ-
ences in fMRI activation patterns were observed across ses-

sions (before vs. after training) for acute intact versus jittered
contours (Supplemental Fig. S3).

To further quantify these training-dependent changes, we
compared fMRI responses before and after training in inde-
pendently defined regions of interest (Supplemental Fig. S4).
In particular, for each observer we identified collinear-respon-
sive regions (i.e., regions that showed stronger fMRI responses
for collinear intact than jittered stimuli) and retinotopic regions
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FIG. 2. Univariate functional magnetic resonance imaging (fMRI) analysis: orthogonal intact vs. jittered contours. A: group general linear model (GLM) maps
showing significant differences between sessions (before and after training) for the differential fMRI response to orthogonal intact vs. jittered contours. Data are
presented on a flattened reconstruction of 2 cortical hemispheres. Positive t-values indicate that the difference in responses to intact vs. jittered orthogonal
contours after training was larger than that before training (P � 0.05, Bonferroni corrected). Dotted lines indicate the borders between retinotopic visual areas.
fMRI data from individual participants are shown in Supplemental Fig. S9. B: group GLM maps showing significant differences between sessions (before and
after training) for the differential fMRI response to collinear vs. orthogonal contours. Data are presented on a flattened reconstruction of 2 cortical hemispheres.
Negative t-values indicate that the difference in responses to collinear vs. orthogonal contours after training was lower than that before training (P � 0.05,
Bonferroni corrected). Dotted lines indicate the borders between retinotopic visual areas.
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and calculated percentage signal change from fixation baseline
for collinear and orthogonal contours before and after training.
A repeated-measures ANOVA showed stronger activations
after than before training for orthogonal contours in higher
occipitotemporal and parietal regions rather than early visual
areas, as supported by a significant [F(28,196) � 2.24, P �
0.01] interaction between stimulus condition (collinear, or-
thogonal), session (before, after training), and region of inter-
est. In particular, training resulted in increased fMRI responses
for orthogonal contours after training in dorsal visual (V3d,
V3A, V3B), temporal (ventral occipitotemporal region [VOT],
LO, posterior fusiform gyrus[pFs]), and parietal (VIPS, POIPS,
DIPS) regions, whereas decreased fMRI responses for col-
linear contours in temporal and frontoparietal regions. This
was supported by significant interactions between stimulus
condition (collinear, orthogonal) and session (before and after
training) in dorsal visual [F(2,14) � 2.08, P � 0.05], temporal
[F(2,14) � 8.92, P � 0.01], and frontoparietal [F(2,14) �
22.33, P � 0.001] regions, but not ventral [V3v, V4: F(2,14) �
1, P � 0.40] or early [V1, V2: F(2,14) � 1, P � 0.98] visual
areas.

Taken together, these results demonstrate a link between
training-dependent behavioral improvement and fMRI activa-
tions. In particular, enhanced performance in the detection of
orthogonal contours after training was associated with in-
creased cortical activations for orthogonal contours compared
with jittered stimuli in dorsal visual, temporal, and frontopa-
rietal regions, consistent with the role of these areas in percep-
tual grouping and learning (Dolan et al. 1997; Fink et al. 1996;
Ostwald et al. 2008). Interestingly, training on orthogonal
contours resulted in a smaller but significant behavioral im-
provement for collinear contours that was associated with
decreased activations for collinear contours in temporal and
frontoparietal regions. These results are consistent with previ-
ous imaging studies showing decreased fMRI activations for
training of salient stimuli for which performance has saturated
(Kourtzi et al. 2005; Yotsumoto et al. 2008) that may relate to
a more efficient stimulus representation by smaller neural ensem-
bles. Finally, no significant learning-related changes were ob-
served for acute contours, consistent with the lack of learning
transfer for these contour stimuli for the training period used in
this study (see also Schwarzkopf and Kourtzi 2008).

Training-dependent changes in activation magnitude:
comparing contour types

We further investigated differences in the fMRI activation
patterns between different contour types (collinear vs. orthog-
onal, orthogonal vs. acute, collinear vs. acute) before and after
training. The main comparison of interest is between collinear
and orthogonal contours because the observers’ performance
for acute contours remained at chance after training. According
to the behavioral results, we reasoned that differences in fMRI
responses between collinear and orthogonal contours would
decrease as detection performance improved for orthogonal
contours after training. Consistent with this prediction, GLM
analysis (P � 0.05, Bonferroni corrected) showed that activa-
tions for collinear versus orthogonal contours decreased sig-
nificantly after training in dorsal visual, temporal, and fronto-
parietal regions (Fig. 2B). Comparing activations for orthogo-
nal (Supplemental Fig. S5A) or collinear (Supplemental Fig.

S6A) contours to acute contours showed similar results as when
comparing activations for intact to jittered contours. This is
consistent with the poor detection performance for acute con-
tours observed after training.

Training-dependent changes in information content:
comparing contour types

The univariate (GLM, percentage signal change compari-
sons) analyses described earlier showed that behavioral im-
provement after training is associated with changes in the
magnitude of the blood ovygenation level–dependent response
in higher occipitotemporal and frontoparietal regions. These
changes were expressed as increases in activation for orthog-
onal contours but decreases for collinear contours. To gain
further insight into the training-dependent changes in the in-
formation content of the underlying neural populations, we
used advanced multivoxel pattern analysis (MVPA) methods
for fMRI data analysis (Cox and Savoy 2003; Haynes and Rees
2006; Norman et al. 2006). These methods take advantage of
information across voxel patterns and have been shown to be more
sensitive than conventional brain imaging approaches that average
across neural populations with differential selectivity within a
given voxel. We exploit the sensitivity of these methods to discern
differences in the processing of different contour types (collinear
vs. orthogonal, orthogonal vs. acute, collinear vs. acute) before
and after training. In particular, for each session (pre-, posttrain-
ing) we trained a linear support vector machine (SVM) to dis-
criminate between fMRI activation patterns associated with the
different contour types. Using a leave-one-run-out cross-valida-
tion procedure, we tested the accuracy of this classifier in predict-
ing the contour type presented to the observers based on fMRI
activation patterns from an independent data set. We compared
the average (across cross-validations and observers) classification
accuracy (at voxel pattern size � 152 voxels) before and after
training for each ROI.

Figure 3A shows the results of the MVPA for the main
comparison of interest: collinear versus orthogonal contours.
Consistent with higher detection performance for collinear than
orthogonal contours before training, classification accuracy for
collinear versus orthogonal contours was significantly higher
before than that after training [F(1,7) � 12.04, P � 0.01].
However, a significant [F(14,98) � 2.73, P � 0.01] interaction
between session (before, after training) and ROI showed that
classification accuracy for collinear versus orthogonal contours
significantly decreased after training in early retinotopic
[F(1,7) � 18.82, P � 0.01], dorsal extrastriate [F(1,7) �
20.52, P � 0.01], and temporal areas [F(1,6) � 10.13, P �
0.05], but not in frontoparietal areas [F(1,6) � 2.79, P � 0.15]
and only marginally in ventral areas [F(1,7) � 3.79, P � 0.09].

To control for the possibility that the classification accura-
cies we observed were not simply due to low-level differences
between the contour types (i.e., position, orientation of local
elements), we conducted the same MVPA on the jittered
(collinear vs. orthogonal) contours that differed at the local
orientation of the contour elements by the same magnitude
(90°) as that of the intact contours. Classification accuracy for
collinear versus orthogonal jittered stimuli was not signifi-
cantly different from chance before or after training across
ROIs (Supplemental Table S2). This result suggests that dif-
ferences between collinear and orthogonal intact contours re-
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vealed by MVPA relate to differences in the detection ability of
the observers rather than low-level stimulus differences. Fur-
ther, changes in classification accuracy after training may
relate to differences in the signal-to-noise ratio across sessions
and areas. However, no differences were observed before and
after training in the functional signal-to-noise ratio across
cortical regions (Supplemental Fig. S7), suggesting that differ-
ences in the classification accuracies could not be due to
differences in the overall fMRI signal across sessions. Finally,
analysis of eye-movement data collected during scanning did
not show any significant differences between scanning sessions
(before and after training) in the eye position or number of
saccades (Supplemental Fig. S8), suggesting that differences in
the fMRI activation patterns before and after training could not
be significantly attributed to eye-movement differences.

Taken together, these results reveal training-dependent
changes in the representation of collinear versus orthogonal
contours that differ across cortical areas. Training reduced the
discriminability of voxel patterns responding to collinear ver-
sus orthogonal contours in early, dorsal, and temporal visual
areas, suggesting that neural populations in these regions may
signify the perceived similarity and enhanced detection of
contour paths defined by different alignments after training. In
contrast, neural populations in ventral and frontoparietal areas
may represent differences in the spatial configuration of the
contours (collinear vs. orthogonal alignment of the local ele-
ments) that does not change with training.

It is important to note that the multivariate effects observed
are driven in most cases by strong univariate signals, as shown
by significant differences between contour types when standard

GLM analyses are used. Although our multivariate analyses do
not provide a test of distributed representations, they provide a
more sensitive tool than univariate approaches for testing
training-dependent changes in the information content of voxel
patterns within ROIs. In particular, the change in the informa-
tion content across the voxel pattern in early, dorsal, and
temporal areas may reflect enhanced neural similarity for
contour types that is consistent with the observers’ improved
sensitivity in detecting contours in both collinear and orthog-
onal displays. It is possible that the same neural populations
that respond to collinear contours become responsive to or-
thogonal contours after training or that a different set of
neurons becomes sensitive to orthogonal contours. These train-
ing-dependent changes in the neural representations of con-
tours may relate to changes in neural selectivity of single
neurons or local population correlations enhanced through
feedback. Although these hypotheses cannot be dissociated
based on fMRI signals that represent the congregate activity of
large neural populations, multivariate analyses allow us to
understand these learning-dependent changes at the level of
voxel patterns within ROIs.

Training-dependent changes in the spatial distribution of
activation patterns

The univariate and multivariate analyses described earlier
concentrated on training-dependent effects at the level of
cortical regions. We further tested the effect of training on the
spatial distribution of fMRI responses at the level of individual
voxels. In particular, for each voxel included in the MVPA we
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FIG. 3. Multivariate fMRI analysis: com-
parison of contour types. A: multivoxel pat-
tern analysis (MVPA) accuracy (percentage
correct) per region of interest (ROI) (voxel-
pattern size of 152 voxels) for classification
of collinear vs. orthogonal contours. Gray
bars: before training; black bars: after train-
ing. Error bars denote SE across observers.
B: mean correlation coefficients (R) between
the t-test values for each voxel expressing
the difference in fMRI responses between
contour types before and after training. Co-
efficients are plotted across ROIs for each of
3 contrasts between contour types: collinear
vs. acute (black), collinear vs. orthogonal
(white), orthogonal vs. acute (grey). Error
bars denote �SE across observers.

1860 D. S. SCHWARZKOPF, J. ZHANG, AND Z. KOURTZI

J Neurophysiol • VOL 102 • SEPTEMBER 2009 • www.jn.org

 on M
arch 17, 2010 

jn.physiology.org
D

ow
nloaded from

 



calculated the differential fMRI response to different contour
types (i.e., t-test value for collinear vs. orthogonal, collinear vs.
acute, orthogonal vs. acute contours). We reasoned that corre-
lating these values per voxel before and after training would
allow us to characterize the learning-dependent changes on the
spatial distribution of the activity evoked by the different
contour types. In particular, high correlations would indicate
that differences in the fMRI responses between contour types
before training are proportional to differences in the fMRI
responses after training, consistent with gain modulation ef-
fects (Op de Beeck et al. 2006). In contrast, low correlations
would suggest that training changed the distribution of voxel
activity. That is, the response of individual voxels for a contour
type has changed (e.g., from high before training to low after
training), suggesting an altered neural representation of the
stimuli rather than gain modulations that would preserve the
spatial distribution of activity. Rather, training modulates ac-
tivity across voxels independently, possibly reflecting changed
sensitivity to stimulus features in a number of voxels across the
pattern.

We tested these predictions by computing t-test values
expressing the difference in the fMRI responses between dif-
ferent contour types (collinear vs. orthogonal, orthogonal vs.
acute, collinear vs. acute). We then computed correlations of
these t-values per voxel before and after training (Fig. 3B). A
two-way ANOVA on the correlation coefficients showed a
significant interaction between contour contrasts (collinear vs.
orthogonal, orthogonal vs. acute, collinear vs. acute) and ROIs
[F(28,196) � 2.05, P � 0.01]. In particular, we observed high
correlations across all areas for responses to collinear versus
acute contours, in contrast to low correlations for responses to
orthogonal versus acute contours. This is consistent with the
behavioral improvement in the detection of orthogonal but not
acute contours and suggests training-dependent changes in
neural responses to orthogonal contours. However, correlations
before and after training for responses to collinear versus
orthogonal contours differed across areas when compared with
responses for orthogonal versus acute contours, as shown by a
significant interaction [F(14,98) � 3.18, P � 0.05] between
contour contrasts and ROIs. In particular, correlation coeffi-
cients for collinear versus orthogonal contours were low and
not significantly different from those for orthogonal versus
acute contours in early [F(1,7) � 1, P � 0.50], ventral
[F(1,7) � 1, P � 0.40], and dorsal [F(1,7) � 1, P � 0.57]
visual areas. These results suggest that responses to orthogonal
versus collinear contours in early, ventral, and dorsal visual
areas after training did not change proportionally to responses
before training. Rather, training changed the spatial distribu-
tion of activity in these areas, suggesting that the neural
representation of orthogonal contours was altered. That is,
voxels that before training signified differences between col-
linear and orthogonal contours, after training showed de-
creased differential responses, possibly signifying the per-
ceived similarity of the contour path.

In summary, univariate analysis showed training-dependent
changes in the magnitude of activations for collinear versus
orthogonal contours in extrastriate, temporal, and frontoparie-
tal areas. Such changes may relate to gain mechanisms that
modulate cortical responsiveness based on stimulus salience.
That is, responses are higher before training for collinear
contours that are more salient than orthogonal contours,

whereas orthogonal contours become detectable and evoke
strong responses only after training. However, multivariate-
and single-voxel–based analyses showed that only in early and
dorsal visual areas does training change both the information
content and the spatial distribution of activations, suggesting
learning-dependent changes in the neural representation of
orthogonal contours.

Relationship between behavioral and fMRI
training-dependent changes

Further evidence for the relationship between behavioral and
fMRI training-dependent changes comes from considering the
data from three additional observers that failed to achieve the
criterion detection performance after six training sessions
(“weak learners”). That is, for these observers posttest detec-
tion accuracy for orthogonal contours at zero orientation jitter
did not reach 75% correct. Correlating behavioral performance
and fMRI responses to orthogonal contours across all observers
(including both “learners” and “weak learners”) showed sig-
nificant correlations in dorsal (V3d: R � 0.83, P � 0.001),
temporal (LO: R � 0.70, P � 0.05), and parietal (VIPS: R �
0.63, P � 0.05; POIPS: R � 0.67, P � 0.05; DIPS: R � 0.69,
P � 0.05) regions. This analysis suggests that enhanced be-
havioral performance in the detection of orthogonal contours
was associated with increased fMRI responses after training.

The small number of “weak learners” makes the direct
statistical comparison of the data from “learners” and “weak
learners” difficult. However, analysis of the behavioral and
fMRI data for ”weak learners” separately from the data for
“learners” provides further interesting insights into the learning
mechanisms for contour integration. In particular, analysis of
the behavioral data (Fig. 4A) showed significant differences in
performance between the stimulus conditions [F(2,4) � 24.95,
P � 0.01], but lack of a training effect, as indicated by
nonsignificant differences between sessions [F(1,2) � 1.79,
P � 0.31] and a nonsignificant interaction between stimulus and
session [F(2,4) � 1, P � 0.57]. Univariate (GLM) analysis of
the fMRI data showed a pattern of results similar to that for
“learners.” That is, activations for collinear versus orthogonal
contours decreased significantly after training in extrastriate,
temporal, and frontoparietal regions (Fig. 4B). In contrast,
multivariate analyses (Fig. 4C) showed that classification ac-
curacies for collinear versus orthogonal contours remained
high after training across areas and did not differ significantly
from accuracies before training across areas, as supported by a
nonsignificant interaction between session and ROI
[F(14,28) � 1, P � 0.59]. These high classification accuracies
for collinear versus orthogonal contours were potentially due to
higher fMRI signals for collinear contours that were more
salient than orthogonal contours both before and after training
for weak learners. Thus training did not change the neural
similarity between collinear and orthogonal contours for “weak
learners,” consistent with the lack of changes in their behav-
ioral sensitivity for the detection of orthogonal contours after
training.

These results suggest that the changes in the magnitude of
the fMRI responses revealed by the univariate analyses for
both “learners” and “weak learners” may be due to repeated
exposure to the stimuli throughout training that modulates
neural signals related to stimulus salience and familiarity. In
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contrast, changes in the information content of voxel patterns
as revealed by MVPA in early visual, dorsal, and temporal
areas for “learners” rather than “weak learners” suggests train-
ing-dependent changes in the neural representation of the
trained stimulus that relate to changes in behavioral sensitivity
rather than simply repeated exposure to the stimulus.

Attentional modulation versus training-dependent
neural changes

Is it possible that the fMRI changes observed after training
could be simply due to differential allocation of attention to the
different contour types across sessions (before vs. after train-
ing)? This attentional modulation hypothesis could not explain
the lack of differences in the classification accuracies before
and after training in ventral and frontoparietal regions that are
known to be highly involved in attentional processing.

To control for this possibility, we tested the effect of training
on the neural representation of a stimulus feature (i.e., contour
orientation) that is common for collinear and orthogonal con-
tours. In a control experiment, observers (n � 4) were trained
with the same procedure as that in the main experiment but
when tested in the scanner they were presented with collinear
and orthogonal stimuli blocked by the contour orientation: near
the left (135 � 5°) versus right diagonal (45 � 5°). To further
control for attentional effects observers performed a dual task
across all stimulus conditions—that is, rather than detecting
only collinear contours in cardinal orientations (as in the main
experiment), observers were also required to detect a change in
the shape of the fixation cross. Observers performed similarly
well in both tasks across conditions and sessions, suggesting
similar attentional allocation. That is, a repeated-measures
ANOVA showed no significant differences between sessions
(i.e., before and after training) [cardinal detection: F(1,3) �
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FIG. 4. Behavioral and fMRI data for
“weak learners.” A: psychometric curves for
“weak learners” (average across observers,
n � 3) for contour detection performance
(percentage correct) plotted as a function of
local orientation jitter before training (pre-
test) and after training (posttest). Circles:
collinear contours; squares: orthogonal con-
tours; triangles: acute contours. Error bars
denote �SE across observers. B: group
GLM maps showing significant differences
between sessions (before and after training)
for the differential fMRI response to col-
linear vs. orthogonal contours. Data are pre-
sented on a flattened reconstruction of 2
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cate that the difference in responses to col-
linear vs. orthogonal contours after training
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